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Abstract: This paper suggests a detailed algorithm for computation of the Jacobson form of the
polynomial matrix associated with the transfer matrix describing the multi-input multi-output nonlinear
control system, defined on homogeneous time scale. The algorithm relies on the theory of skew
polynomial rings.

Keywords: nonlinear control system, input-output models, time scales, symbolic computations.

1. INTRODUCTION

In the Institute of Cybernetics at Tallinn University of Tech-
nology symbolic software package NLControl has been devel-
oped over the years within Mathematica environment, for the
detailed information see Kotta and Tõnso (2003), Tõnso et al.
(2009). The package is based on different algebraic methods,
in particular on the approach based on the differential one-
forms, see Conte et al. (2007), and on the theory of skew
polynomial ring. It allows to solve various modelling, analysis
and synthesis problems not only for continuous and discrete-
time nonlinear control systems, but also for those defined on
homogeneous time scales, see Casagrande et al. (2010). Note
that the key idea of a time scale calculus is unification of the
theories of differential and difference equations, see Bohner
and Peterson (2001). Both continuous and discrete-time (in
terms of the difference operator) cases are merged in time scale
formalism into a general framework which provides not only
unification but also an extension. The main concept of the time
scale calculus is the so-called delta-derivative that is a general-
ization of both time-derivative and the difference operator (but
accommodates more possibilities, e.g. q-difference operator).

In the linear control theory the transfer matrix (TM) approach
has been very popular. Recently the concept of the TM has
been extended for the continuous-time nonlinear control sys-
tems Halás (2008) and later in Halás and Kotta (2007a) for
discrete-time systems and for control system defined in terms
of the pseudo-linear operator, see Halás and Kotta (2007b).
Note that the latter includes also the systems, defined on ho-
mogeneous time scales, since in that case the delta-derivative
may be understood as the special case of the pseudo-linear
operator. However, the pseudo-linear approach cannot handle
the systems defined on non-homogeneous time scales, since the
time scale formalism unifies both continuous- and discrete-time
cases, it would be interesting to study whether TM-based trans-
parent control methods can be extended to nonlinear systems
defined on time scale. In TM-based control design, a special

form of the matrix, the Jacobson-Teichmüller 1 form, plays a
key role. The first step in transformation of the TM into the
required form is to transform the polynomial matrix, associated
with it, into the Jacobson form.

Note that in the case of nonlinear control systems, the poly-
nomials belong into the non-commutative polynomial ring that
is the principal ideal domain (p.i.d.). The basic algorithm to
transform a polynomial matrix into this form was given in
Cohn (1985) for an arbitrary ring being the p.i.d. There exist
a number of implementations of this algorithm such as Blinkov
et al. (2003), Chyzak et al. (2007) and its fraction-free version
Levandovskyy and Schindelar (2010). However, except Insua
and Ladra (2006), not available for public use, all of them have
been implemented either in Maple, e.g. Blinkov et al. (2003),
Chyzak et al. (2007) or in Singular:Plural Levandovskyy and
Schindelar (2010). Moreover, it is not documented whether
and how these packages are applicable for nonlinear control
systems, in particular for those defined on homogeneous time
scale.

The main contribution of the paper is the specification the algo-
rithm given in Cohn (1985) into the form necessary to handle
the nonlinear control system defined on homogeneous time
scale and description of the experience from its implementation
in Mathematica, within the package NLControl. All the steps of
the algorithm are clear, strictly defined and easily convertible
into any programming code. It should be mentioned that some
preliminary results for the discrete-time case were presented in
Belikov et al. (2010).

2. CALCULUS ON TIME SCALE

For a general introduction to the calculus on time scales, see
Bohner and Peterson (2001). Here we give only those notions
and facts that we need in our paper.
1 Note that in the linear control theory this form is called the Smith-McMillan
form, see Ito et al. (2003).
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A time scale T is an arbitrary nonempty closed subset of the set
R of real numbers. The standard cases include T = R, T = Z,
T = hZ for h > 0, but also T = qZ := {qk : k ∈ Z} ∪
{0}, q > 1 is a time scale.

The following operators on T are often used:

• the forward jump operator σ : T→T, defined by σ(t) :=
inf {τ ∈ T : τ > t} and σ(sup T) = sup T, if sup T ∈ T,

• the backward jump operator ρ : T→T, defined by ρ(t) :=
inf {τ ∈ T : τ < t} and ρ(inf T) = inf T, if inf T ∈ T,

• the graininess function µ : T→[0, ∞), defined by µ(t) :=
σ(t) − t.

If µ ≡ const then a time scale T is called homogeneous. In this
paper we assume that the time scale T is homogeneous.

Example 1:

• If T = R, then for any t ∈ R, σ(t) = t = ρ(t), and the
graininess function µ(t) ≡ 0.

• If T = hZ, for h > 0, then for every t ∈ hZ, σ(t) = t+h,
ρ(t) = t − h, and µ(t) = h.

• If T = qZ, for q > 1, then for every t ∈ T, σ(t) = qt,
ρ(t) = t

q , and µ(t) = (q − 1)t.

So, the first two cases are homogeneous time scales whereas the
third is not.
Definition 1. The delta derivative of a function f : T→R at
t is the number f∆(t) such that for each ε > 0 there exists a
neighborhood U(ε) of t, U(ε) ⊂ T such that for all τ ∈ U(ε),
|f(σ(t)) − f(τ) − f∆(t)(σ(t) − τ)| ≤ ε|σ(t) − τ |.

The typical special cases of the delta operator are summarized
in the following remark.
Remark 1. (i) If T = R, then f : R→R is delta differentiable

at t ∈ R if and only if f∆(t) = lim
s→t

f(t)−f(s)
t−s = f ′(t),

i.e. iff f is differentiable in the ordinary sense at t.
(ii) If T = TZ, where T > 0, then f : TZ→R is always

delta differentiable at every t ∈ TZ with f∆(t) =
f(σ(t))−f(t)

µ(t) = f(t+T )−f(t)
T meaning the usual forward

difference operator.
Proposition 1. Let f : T → R, g : T → R be two delta
differentiable functions defined on T and let t ∈ T. Then the
delta derivative satisfies the following properties

(i) fσ = f + µf∆,
(ii) (αf + βg)∆ = αf∆ + βg∆, for any constants α and β,

(iii) (fg)∆ = fσg∆ + f∆g,
(iv) if ggσ ̸= 0, then (f/g)∆ = (f∆g − fg∆)/(ggσ).

For a function f : T→R we define second delta derivative
f [2] := f∆∆ provided that f∆ is delta differentiable on T.
Similarly we define higher order derivatives f [n].

Denote σn := σ ◦ · · · ◦ σ︸ ︷︷ ︸
n−times

and fσn

:= f ◦ σn

Proposition 2. (Kotta et al. (2009)). Let f and f∆ be delta dif-
ferentiable functions on homogeneous time scale T. Then

(i) f∆σ = fσ∆,
(ii) fσn

=
∑n

k=0 Ck
nµkf [k].

At the end of this section we introduce some notation that
will be useful in the following sections. Let f be a function
admitting the delta-derivatives up to the c-th order. Let a and

b be integers such that 0 ≤ a < b ≤ c. We set f [0] = f . Let
f [a...b] denote the set {f [a], . . . , f [b]}.

3. PRELIMINARIES

Consider a multi-input multi-output nonlinear control system
described by a set of higher order input-output delta-differential
equations on the homogeneous time scale T relating the inputs
uj , j = 1 . . . , m, the outputs yi, i = 1, . . . , p and the finite
number of their delta derivatives:

y
[ni]
i = Φi

(
y
[0...ni1−1]
1 , . . . , y[0...nip−1]

p ,

u
[0...si1]
1 , . . . , u[0...spm]

m

)
, (1)

where the functions Φi are real analytic functions of their
arguments, and functions yi : T→R, i = 1, . . . , p and uj :
T→R, j = 1, . . . , m are delta differentiable at least up to order
ni and sj := max1≤i≤p(sij), respectively.

3.1 Algebraic framework

Below we briefly recall the algebraic formalism for nonlinear
control systems defined on homogeneous time scales, described
in Bartosiewicz et al. (2007), Kotta et al. (2009), Kotta et al.
(2011). Let K denote the field of meromorphic functions in a
finite number of (independent) variables

C = {y
[0...n1−1]
1 , . . . , y[0...np−1]

p , u
[k]
j , j = 1, . . . , m, k ≥ 0}.

Note that under the mild assumption on submersivity of system
(1) (see below) the jump operator σ : K →K and the delta
derivative ∆ : K →K may be extended to the field K as
follows, see Kotta et al. (2011)

σ(F )
(
y
[0...n1−1]
1 , . . . , y[0...np−1]

p , u
[0...s1+1]
1 , . . . , u[0...sm+1]

m

)

:= F
(
y
[0...n1−1]σ
1 , . . . , y[0...np−1]σ

p , u
[0...s1]σ
1 , . . . , u[0...sm]σ

m

)
,

where

y
[0...ni−1]σ
i = y

[0...ni−1]
i + µ ·

[
y
[1...ni−1]
i , Φi

(
y
[0...ni1]
1 , . . . ,

y
[0...ni−1]
i , . . . , y[0...nip]

p , u
[0...sp1]
1 , . . . , u[0...spm]

m

)]
,

i = 1, . . . , p, u
[0...sj ]σ
j = u

[0...sj ]
j + µu

[1...sj+1]
j , j = 1, . . . , m

and 2

∆(F )
(
yi, . . . , y

[ni−1]
p , uj , . . . , u

[k+1]
j

)
:=

∫ 1

0

{grad F
(
yi + hµy∆

i , . . . , y
[ni−1]
i +

hµΦi

(
y
[0...ni1−1]
1 , . . . , y[0..nip−1]

p , u
[0...si1]
1 , . . . , u[0...sim]

m

)
,

uj + hµu∆
j , . . . , u

[k]
j + hµu

[k+1]
j

)
·




(
y
[1...n1−1]
1 , . . . , y[1...np−1]

p

)T

,

Φi

(
y
[0...ni1−1]
1 , . . . , y[0...nip−1]

p ,

u
[0...si1]
1 , . . . , u[0...sim]

m

)
,

(
u

[1...s1+1]
1 , . . . , u[1...sm+1]

m

)T




}dh.

Notice that we will use σ(F ) and Fσ to denote the action of σ
on F . Similarly, both ∆(F ) and F∆ will be used interchange-
ably.
2 Proposition 3.3 from Bartosiewicz et al. (2007) shows how ∆(F ) may be
calculated not using integral explicitly.
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In case σ is not injective, there may exist non-zero functions ϕ
such that σ(ϕ) = 0 meaning that the operator σ is not well-
defined on the field K . For σ to be an injective endomorphism
on K , the system (1) has to be submersive which can be
guaranteed by the condition of the following theorem.
Theorem 1. (Kotta et al. (2011)). The nonlinear control sys-
tem, defined on homogeneous time scale via the higher order
i/o equations (1), is submersive if and only if the following
condition

rankK

(
1 + α11 . . . α1p β11 . . . β1m

αp1 . . . 1 + αpp βp1 . . . βpm

)
= p (2)

holds, where

αij :=

nj−1∑

k=0

(−1)nj−k−1µnj−k ∂Φi

∂y
[k]
j

,

i, j = 1, . . . , p and

βlk :=

s∑

j=0

(−1)s−j+1µs−j+2 ∂Φl

∂u
[j]
k

,

l = 1, . . . , p, k = 1, . . . ,m.

The operator ∆ satisfies a generalization of Leibnitz rule
(FG)∆ = FσG∆ + F∆G, (3)

for F, G ∈ K . The derivation satisfying rule (3) is called a ”σ-
derivation”, see Cohn (1985). Therefore, K is a differential
field equipped with a σ-derivation ∆. In general, the field
K is not inversive, i.e. not every element of K has a pre-
image. Nevertheless, since ∆ is injective, up to an isomorphism
there exists an inversive σ-differential overfield K ∗, called the
inversive closure of K , such that ∆ can be extended to K ∗

and this extension is automorphism of K ∗, see Cohn (1985). In
Bartosiewicz et al. (2007) the details of construction of K ∗ for
nonlinear control systems defined on time scales can be found.
Below assume that K ∗ is given and use the same symbol K
to denote the σ-differential field and its inversive closure.

Over the σ-differential field K one can define the vector space

E := spanK {dyi, dy∆
i , . . . ,dy

[ni−1]
i , i = 1, . . . , p,

du
[k]
j , j = 1, . . . ,m, k ≥ 0}.

The elements of E are called one-forms. For F ∈ K we define
the operator d : K →E as follows

dF :=

p∑

i=1

ni−1∑

l=0

∂F

∂y
[l]
i

dy
[l]
i +

m∑

j=1

k∑

ℓ=0

∂F

∂u
[ℓ]
j

du
[ℓ]
j .

dF is said to be the (total) differential of the function F and is
a one-form.

Let ω =
∑

j αjdφj be a one-form with αj ∈ K and φj ∈ C .
Then, the operators σ : K →K and ∆ : K →K induce the
operators σ : E →E and ∆ : E →E by

σ(ω) :=
∑

i

σ(αi)d [σ(ζi)] , (4)

∆(ω) :=
∑

i

{∆(αi)dφi + σ(αi)d [∆(φi)]} , (5)

Since σ(αi) = αi + µ∆(αi), (5) may be alternatively written
as

∆(ω) =
∑

i

{∆(αi)dφi + (αi + µ∆(αi)) d [∆(φi)]} .

It has been proved that ∆(dF ) = d[F∆], σ(dF ) = d[Fσ] and
∆σ = σ∆, see Bartosiewicz et al. (2007).

3.2 Polynomial framework

Next, we recall the polynomial formalism which allows to rep-
resent the nonlinear i/o equations (1) via two polynomial matri-
ces. Consider the differential field K with the σ-derivation ∆
with σ being an automorphism of K . A left differential poly-
nomial is an element which can be uniquely written in the form
a(∂) =

∑n
i=0 ai∂

n−i, ai ∈ K , where ∂ is a formal variable
and a(∂) ̸= 0 if and only if at least one of the coefficients ai,
i = 0, . . . , n is nonzero. If a0 ̸≡ 0, then the positive integer
n is called the degree of the left polynomial a(∂), denoted by
deg a(∂). Besides that we set deg 0 = −∞. The addition of
the left differential polynomials is defined in the standard way.
However, for a ∈ K the multiplication is defined by

∂ · a := aσ∂ + a∆. (6)

The ring of differential polynomials will be denoted by
K [∂; σ, ∆]. Since σ is an automorphism, the ring of the left dif-
ferential polynomials is a skew polynomial ring, that is proved
to satisfy the left Ore condition, see Farb and Dennis (1993). By
left Ore condition for all nonzero a, b ∈ K [∂; σ,∆] there exist
nonzero a1, b1 ∈ K [∂; σ, ∆] such that a1b = b1a, that is, a and
b have a common left multiple (clm). The ring K [∂; σ, ∆] can,
therefore, be embedded into its quotient field (field of fractions)
by defining its left quotients as a

b = b−1 · a, see Ore (1933).
Denote the resulting quotient field by K (∂; σ, ∆). Moreover,
we write K (∂; σ,∆)p×m for the set of p×m rational matrices
with entries in K (∂; σ, ∆), and K [∂; σ,∆]p×m for the set of
p × m polynomial matrices with entries in K [∂; σ,∆].

Let σn := σ ◦ · · · ◦ σ︸ ︷︷ ︸
n−times

and denote σn(a) by aσn

for a ∈ K .

Lemma 1. (Kotta et al. (2009)). Let a ∈ K . Then ∂n · a ∈
K [∂; σ, ∆], for n ≥ 0, and ∂n · a =

∑n
i=0 Ci

n

(
a[n−i]

)σi

∂i.

In order to describe the i/o equation (1) via two polynomial
matrices, we define

∂kdyν := dy(k)
ν , ∂lduυ := du(l)

υ (7)
for ν = 1, . . . , p, υ = 1, . . . , m and k, l ≥ 0 in the vector
space E . Since an arbitrary one-form ω ∈ E has the form
ω =

∑p
ν=1

∑n−1
i=0 aνidy

(i)
ν +

∑m
υ=1

∑k
j=0 bυjdu

(j)
υ , where

aνi, bυj ∈ K , so ω can be expressed in terms of the left

differential polynomials as ω =
∑p

ν=1

(∑n−1
i=0 aνi∂

i
)

dyν +
∑m

υ=1

(∑k
j=0 bυj∂

j
)

duυ. A left differential polynomial can

be considered as an operator acting on vectors y = [y1, . . . , yp]
T

and u = [u1, . . . , um]T from E :
(∑k

i=0 ai∂
i
)

(αdζ) :=
∑k

i=0 ai(∂
i · α)dζ, with ai, α ∈ K and dζ ∈ {dy, du}, where

by Lemma 1, ∂i · α =
∑i

k=0 Ck
i

(
a[n−i]

)σi

∂k. It is easy to
note that ∂(ω) = ∆(ω), for ω ∈ E .

Now, by differentiating equation (1) and using (7) we get
P (∂)dy = Q(∂)du, (8)

where P (∂) ∈ K [∂; σ,∆]p×p and Q(∂) ∈ K [∂; σ,∆]p×m.

We assume that the Dieudonné determinant of the matrix P (∂)
in (8) is nonzero, see Artin (1957) for details. The latter means
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that the following definition of the transfer matrix is well-
defined.
Definition 2. An element of the form H(∂) := P−1(∂)Q(∂) ∈
K (∂; σ,∆)p×m, such that dy = H(∂)du, is said to be a
transfer matrix of nonlinear system 3 (1).

Note that though every control system can be described by the
transfer matrix, the converse is not always true. The reason is
that the one-form corresponding to the transfer function may
not be integrable, see Halás and Kotta (2007a) for details.

3.3 Polynomial matrices

Here we recall some basic properties of matrices with skew-
polynomial entries. Suppose the matrix P (∂) ∈ K [∂;σ, ∆]p×m.
Definition 3. An elementary column (row) operation on a poly-
nomial matrix P (∂) is one of the following four operations

(i) interchanging two columns (rows);
(ii) multiplying any column (row) by invertible element k ∈

K [∂; σ, ∆] from the right (left);
(iii) adding a right (left) multiple of one column (row) to

another;
(iv) replacement of the first elements of any two columns

(rows) by their greatest common left (right) divisor
(gcl(r)d) and zero, respectively.

All these operations correspond to multiplication of the matrix
P (∂) by an elementary matrix Es

R(∂) or Es
L(∂) from the right

or left, respectively Cohn (1985), where s ∈ {(i) − (iv)}.
Operations (i)-(iii) may be represented by the product of the
matrices of the form Eij(∂) = Iν + 1ijk with Iν identity
matrix and 1ij the matrix made of a single 1 at the intersection
of row i and column j, 1 ≤ i, j ≤ ν, and zeros elsewhere, with
k ∈ K [∂; σ,∆], and with ν = m for actions with columns and
ν = p for actions with rows, see Lévine (2009). The elementary
matrices corresponding to the operations from Definition 3 can
be obtained

(i) by swapping columns (rows) i and j of the identity matrix;
(ii) by multiplying all elements of the corresponding column

(row) of identity matrix by k ∈ K [∂; σ, ∆];
(iii) from identity matrix with element k ∈ K [∂; σ, ∆] in

entry (i, j).
(iv) The procedure for constructing this matrix is described in

the algorithm presented in Section 4.
Definition 4. A matrix U(∂) ∈ K [∂; σ, ∆]q×q is called uni-
modular if it has an inverse U−1(∂) ∈ K [∂; σ,∆]q×q.

Every right or left unimodular matrix UR(∂) or UL(∂) may be
obtained as a product of the corresponding elementary matrices
from Definition 3.

In order to find the gcld, one may use the left Euclidean division
algorithm, see Bronstein and Petkovšek (1996). For given two
polynomials p1(∂) and p2(∂) with deg(p1(∂)) > deg(p2(∂))
there exist unique polynomials γ1(∂) and p3(∂) such that
p1(∂) = p2(∂)γ1(∂) + p3(∂), deg(p3(∂)) < deg(p2(∂)).

Using the left Euclidean division algorithm, after k − 1 steps,
one obtains pi(∂) = pi+1(∂)γi(∂) + pi+2(∂) for i =

3 Notice that there exists an algorithm which allows to obtain the transfer ma-
trix from a nonlinear system described by state-space equations, for additional
information see Halás (2008).

2, . . . , k − 2 and pk−1(∂) = pk(∂)γk−1(∂). Hence the gcld of
p1(∂) and p2(∂) is pk(∂). Moreover, eliminating polynomials
pk−1(∂), . . . , p3(∂) we get the Bézout identity, i.e. there exist
polynomials u(∂), v(∂) ∈ K [∂; σ,∆] such that p1(∂)u(∂) +
p2(∂)v(∂) = pk(∂). Note that the right Euclidean division
algorithm can be defined in a similar manner.

4. JACOBSON FORM

For P (∂) ∈ K [∂; σ,∆]p×m one can find elementary row and
column operations corresponding to multiplication by unimod-
ular matrices Up×p

L (∂) and Um×m
R (∂), respectively, such that

UL(∂)P (∂)UR(∂) = Λ(∂), (9)
where Λ(∂) = diag {λ1(∂), . . . , λr(∂), 0, . . . , 0} and λi(∂) ∈
K [∂; σ, ∆] are unique monic polynomials obeying a property
that λi+1(∂) is divisible by λi(∂), λi(∂) ∥ λi+1(∂), i.e. there
exist αi(∂) ∈ K [∂;σ, ∆] such that λi+1(∂) = λi(∂) · αi(∂)
for all i = 1, . . . , r −1. The matrix Λ(∂) is called the Jacobson
form of P (∂), and λi(∂) are called the invariant polynomials of
P (∂), see Nakayama (1938).

Suppose H(∂) ∈ K (∂; σ,∆)p×m is a transfer matrix whose
entries are assumed to be in the irreducible form, i.e. without
common left factors in the corresponding numerators and de-
nominators, and write it in a standard form

H(∂) = [q(∂)]−1P (∂), (10)
where the matrix P (∂) ∈ K [∂; σ, ∆]p×m is a polynomial
matrix and q(∂) is the monic least common left multiple (lclm)
of the denominators of all entries of H(∂). Then, P (∂) =
q(∂)H(∂) is a polynomial matrix, that can be transformed into
the Jacobson form as above.

4.1 The main Algorithm

The algorithm, presented below, allows to transform the matrix
P (∂) into the Jacobson form. Consider the matrix

P (∂) =




p11(∂) · · · p1m(∂)
...

. . .
...

pp1(∂) · · · ppm(∂)




in the ring K [∂; σ,∆]p×m.

Step 1. k := 1.

Step 2. Find pij(∂) ̸= 0 for i = k, . . . , p and j = k, . . . , m
with the lowest degree and, using operation (i) from Definition
3, put it on the position (k, k).

Step 3. Using elementary column (item (a)) and row (item (b))
operation (iv) from Definition 3,

(a) replace the elements pkk(∂) and pkj(∂) for j = k +
1, . . . , m with their gcld and zero, respectively. This oper-
ation can be implemented by solving the following equa-
tions

pkk(∂)akk(∂) + pkj(∂)cjk(∂) = ekk(∂), (11)
pkk(∂)bkj(∂) + pkj(∂)djj(∂) = 0 (12)

with respect to akk(∂), bkj(∂), cjk(∂) and djj(∂), and
multiplying P (∂) from the right by the elementary matrix
E4

Rkj(∂), which can be constructed as follows. Create m×
m identity matrix and put the elements akk(∂), bkj(∂),
cjk(∂) and djj(∂) on the positions (k, k), (k, j), (j, k)
and (j, j), respectively. Making (m − k) replacements
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specified above, we transform the matrix P (∂) into the
new matrix with pkk(∂) = ekk(∂), pk,k+1(∂) = · · · =
pkm(∂) = 0 and some new elements pil(∂) for i = k +
1, . . . , p and l = k, . . . , m obtained after multiplication
P (∂) by the respective matrix URk(∂) = E4

Rk,k+1(∂) ·
. . . · E4

Rkm(∂).
(b) replace the elements pkk(∂) and pik(∂) for i = k +

1, . . . , p with their gcrd and zero, respectively. The pre-
vious operation can be implemented by solving the fol-
lowing equations

akk(∂)pkk(∂) + bki(∂)pik(∂) = ekk(∂), (13)
cik(∂)pkk(∂) + dii(∂)pik(∂) = 0 (14)

with respect to akk(∂), bki(∂), cik(∂) and dii(∂), and
multiplying P (∂) from the left by the elementary matrix
E4

Lik(∂), which can be constructed as follows. Create
p × p identity matrix and put elements akk(∂), bki(∂),
cik(∂) and dii(∂) on the positions (k, k), (k, i), (i, k) and
(i, i), respectively. Making (p−k) replacements specified
above, we transform the matrix P (∂) into the new matrix
with pkk(∂) = ekk(∂), pk+1,k(∂) = · · · = ppk(∂) = 0
and some new elements plj(∂) for j = k + 1, . . . , m and
l = k, . . . , p obtained after multiplication P (∂) by the
respective matrix ULk(∂) = E4

Lk+1,k(∂) · . . . · E4
Lpk(∂).

However, in the course of doing this, nonzero entries may
reappear in the k-th row of the matrix P (∂), and one has then to
repeat Step 3. Note that at each iteration the number of divisors
of the element pkk(∂) reduces, and therefore, in a finite number
of steps the k-th row and column become zero. The latter means
that after a finite number of consecutive steps one will obtain
the matrix with pkk(∂) = ekk(∂) and other entries in the k-th
row and column equal to zero.

Step 4. If k ̸= min(p, m) − 1, then k := k + 1 and go to Step
2, otherwise go to Step 5.

Step 5. If p = m, then go to Step 6, otherwise depending
whether m > p or m < p, one has to execute additional (m−k)
or (p−k) operations over the last column(s) or row(s) described
in Steps 3(a) or 3(b), respectively.

Step 6. Consider the elements of the main diagonal pii(∂), . . . ,
pkk(∂). Here, the following two cases are possible:

(a) If the divisibility property holds for all pairs pii(∂) ∥
pjj(∂) for 1 ≤ i < j ≤ k, then go to Step 7.

(b) If the divisibility property does not hold for some pair
of elements pii(∂) and pjj(∂) with 1 ≤ i < j ≤ k,
i.e. pii(∂) ∦ pjj(∂), then, using row operation (iii) from
Definition 3, the matrix P (∂) has to be transformed into
a new matrix with element pjj(∂) on the position (i, j)
by adding the j-th row to the i-th row. After that, execute
again all Steps 2-5 with modified matrix P (∂) and k = i.
The main idea of this transformation and the subsequent
executing of the steps 2-5 consists in replacing the element
pii(∂) by gcld(pii(∂), pjj(∂)) or gcrd(pii(∂), pjj(∂)), re-
spectively, obeying a division property pii(∂) ∥ pjj(∂).

Step 7. End of the Algorithm.
Remark 2. Equations (11) and (13) are Bézout identities and
can be solved using the left and right Euclidean division al-
gorithm, respectively. Besides, equations (12) and (14) are the
right and left Ore conditions, respectively. For example, for (14)
it means that there exist cik(∂), dii(∂) ∈ K [∂; σ, ∆] such that
cik(∂)pkk(∂) = −dii(∂)pik(∂) holds.

We have implemented the algorithm for computing Jacobson
form in Mathematica package NLControl. However, it should
be mentioned that even for the very simple examples calcu-
lations become extremely complex. Note that in our calcula-
tions, we have to simplify the obtained expressions using the
relations, defined by the system equations (1) as well as those,
obtained from (1) by taking the delta derivatives. If not done,
the computations may lead to erroneous result.

Example. Consider the system described by the input-output
equations

y
[2]
1 = u1(1 + y∆

1 ) + u∆
1 (y1 + µy∆

1 ) − u2

y∆
2 = u1y2 − u2

(15)

First, we compute, according to Definition 2 and using the
property (i) from Proposition 1, the transfer matrix of the
system (15)

H(∂) =




yσ
1 ∂ + y∆

1 + 1

∂2 − uσ
1∂ − u∆

1

1

−∂2 + uσ
1∂ + u∆

1

y2

∂ − u1

1

−∂ + u1


 .

Since the lclm of all the denominators in H(∂) equals to
∂2 − uσ

1∂ − u∆
1 , multiplying numerators of the elements

h21(∂), h22(∂) by ∂ from the left, decomposition (10) for this
example takes the form

H(∂) =
(
∂2 − uσ

1∂ − u∆
1 )

)−1 ·
(

yσ
1 ∂ + y∆

1 + 1 −1
yσ
2 ∂ + y∆

2 −∂

)
.

Obviously, the element p12 = −1 is that of the lowest possible
degree of P (∂) and, after permuting the rows and columns, i.e.
multiplying P (∂) by the corresponding elementary matrix 4

E1
R12 =

(
0 1
1 0

)

from the right, we obtain

P (∂) =

(
−1 yσ

1 ∂ + y∆
1 + 1

−∂ yσ
2 ∂ + y∆

2

)
. (16)

Next, one can easily check that e11 := gcrd(p11, p12) = 1.
After solving equations (11) and (12), corresponding to this
example, i.e. the equations

(−1) · a11(∂) + (yσ
1 ∂ + y∆

1 + 1) · c21(∂) = 1
(−1) · b12(∂) + (yσ

1 ∂ + y∆
1 + 1) · d22(∂) = 0,

we obtain a11(∂) = −1, b12(∂) = yσ
1 ∂ + y∆

1 + 1, c21(∂) = 0,
d22(∂) = 1. According to Step 3(a), we construct the matrix

E4
R12(∂) =

(
−1 yσ

1 ∂ + y∆
1 + 1

0 1

)

and multiply (16) by it from the right to get(
1 0

∂ −yσ2

1 ∂2 − (2y∆σ
1 − yσ

2 + 1)∂ − y
[2]
1 + y∆

2

)
. (17)

Again, one can check that e11 := gcld(p11, p21) = 1. There-
fore, solving equations (13) and (14), i.e. the equations

a11(∂) · 1 + b12(∂) · ∂ = 1
c21(∂) · 1 + d22(∂) · ∂ = 0,

4 In order not to mislead the reader, note that not all the operations listed in
Definition 3 have been used in this example, but only those that correspond to
the cases s = 1 and s = 4.
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we obtain a11(∂) = 1, b12(∂) = 0, c21(∂) = −∂, d22(∂) = 1.
According to Step 3(b), we construct the matrix

E4
L21(∂) =

(
1 0

−∂ 1

)
.

and multiply (17) by it from the left to obtain

Λ(∂) =

(
1 0

0 −yσ2

1 ∂2 − (2y∆σ
1 − yσ

2 + 1)∂ − y
[2]
1 + y∆

2

)
.

Due to the fact that the number of rows of P (∂) equals to
the number of its columns, one can directly go to Step 6.
Obviously, the division property λ1(∂) ∥ λ2(∂) holds. Finally,
decomposition (9) of P (∂) is

Λ(∂) = E4
L21(∂)P (∂)E1

R12E
4
R12(∂).

5. CONCLUSION

In this paper we have suggested a detailed algorithm for compu-
tation of the Jacobson form of the polynomial matrix associated
with the transfer matrix describing the multi-input multi-output
nonlinear control system, defined on homogeneous time scale,
using the theory of skew polynomials. In addition, we adapted
the algorithm given in Cohn (1985) for the case of the nonlinear
control systems defined on homogeneous time scale. Notice
that, using previous experience with Mathematica program, we
implemented our results in NLControl package. However, the
algorithm is presented in a form that can be easily implemented
by any programming language.
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http://arxiv.org/abs/1003.3785, March 2010.
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