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Abstract: This paper presents Laboratory for Renewable Bn&uagurces (LARES) at the Faculty of

Electrical Engineering and Computing, UniversityZafgreb, Croatia. Laboratory consists of experiment

setups for wind energy, solar energy and hydrogesl. fThe aim of LARES is development and

experimental research of the advanced controlegfies, in order to improve the energy conversion
efficiency and thus increase the cost effectiverssenewable energy sources. Focus of this paper i
placed on the wind part of LARES and especiallynmathematical model identification of the laboratory
wind turbine. Obtained model is a basis for subsatjudevelopment of the wind turbine control

algorithms.

the advanced control strategies, in order to im@roke
energy conversion efficiency and thus increase ¢hset

One of the main concerns of today’s civilizatiorelsctrical ~ effectiveness of the renewable energy sources.
energy production. The society, the more developed,
consumes more energy. Therefore, growth of hum
population and development of societies imply insex
energy demand. This trend will surely be continiredhe
future. Current world energy production is stillskd on
burning of fossn.fuels which becomes more and MOM&sults are given in Section 6. Conclusions aresrgin
unacceptable, mainly because of the current lesetslated .

A . . Section 7.
CO, emissions which cause ecological problems. On the
other hand fossil fuel reserves will sooner or rlabe
exhausted. In last two decades numerous interradtion 2. DESCRIPTION OF THE LABORATORY

agreements and protocols have been signed, whidedhe | ARES is placed on the top floor of the UNIZG-FER

signing countries to reduce the C@missions. Thus, many skyscraper and it consists of the following expefital
governments are forced to subsidize development agdits:

building of the ecologically acceptable power ptarithese
are all reasons why investment in renewable ensogyces
have been growing rapidly in the last decade. EUnbers
have set a goal that by the year of 2020 20% af &éctrical
energy production should come from renewable energy
sources. According to the latest information fromrdpean

Wind Energy Association (http://www.ewea.org/ 2Q1thjis

goal will be exceeded. Renewable energy source #i¢h principle scheme of LARES is shown in Figure 1.rfrthe
highest growth rate and potential for further depefent is  scheme it is visible that the three main parts ARES are
the wind energy. actually connected in a microgrid. This microgrid
conceptually operates as follows. Energy obtaimechfwind
and sun is either transferred to the grid or iused in an
electrolyser in order to produce hydrogen whichthign
deposited in a metal hydride storage. In cases vemengy
from wind and sun is not sufficient, energy storigd
hydrogen can be converted into electrical energudigg the
fuel cells stack. The electrical energy is fed i@ grid
through properly controlled power converters.

1. INTRODUCTION

The paper is organized as follows. Section 2 dessri
FARES in whole and in Section 3 wind part of LARES
described in more detail. In Section 4 insight itite LARES
wind turbine control system is given. Section 5aiiées the
wind turbine identification experiment and the itification

. Wind turbine setup placed in the air chamber amgedr

by a fan;

An array of solar panels placed on the roof of the
skyscraper (under construction);

Hydrogen fuel cells stack with metal hydride starag
supplied by an electrolyser.

However, renewable energy is still not rentable lénergy
obtained from classical sources (e.g. thermal p@iants).
With the development of many new power plants based
renewable energy sources, one might rightfully eais
guestion about the energy conversion efficiencye &m of
the Laboratory for Renewable Energy Sources (LAR&S)
Faculty of Electrical Engineering, University of gteb
(UNIZG-FER) is development and experimental redearfc
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Fig. 1. Principle scheme of LARES.

The LARES configuration enables development
experimental research of control
particular setup (wind, sun or hydrogen). The labany as a
whole enables experimental research related toralonf
microgrids.

Layout of LARES is shown in Figure 2, where solangls
are not shown, as they are placed on the top afkirecraper
(just above the laboratory which is on the top fjoo

Hi dabion Control room

Fuell cells and hydrogen storage

Fig. 2. LARES layout.

Focus of this paper is placed on the wind part lod t
laboratory, such that the rest of it relates omlythe wind
energy. In the following section a more detailedalgtion
of the wind turbine setup and of the air chambeiven.

3. WIND TURBINE AND WIND CHAMBER

Development and construction of the wind turbintigevas
the most challenging task during the constructidnthe
laboratory. The most important goal was the pred@m of
the aerodynamic relations present at MW-class wingines.
The wind turbine setup design was initiated by esiee
analysis and simulations in professional tools, nehthe
basic requirements were (Reeit al. 2010):
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an
algorithms  for heag

. Preservation of Betz assumption regarding energy

transformation;

e Fulfilling of dynamic, kinematic and geometry
conditions;

* Respecting of optimal tip-speed ratio for threedblh
rotor.

Laboratory wind turbine has rated power of 300 Wl eated
rotational speed of 240 rpm. Wind turbine setumpleced
inside the wind chamber as shown in Figure 3.

Fig. 3. Wind chamber layout.

The fan is placed at the far end of the chambeh ghat,
when the wind is produced, the particles of aistfipass
across the turbine and then across the fan. Faansolled
over the frequency converter which allows variootstional
speeds of the fan and thus various wind speeddeirtie
chamber. This enables research of the wind turbjegation
in wind conditions which are close to natural, wherind is
stochastic.

Majority of the modern MW-class wind turbines are
controlled by varying the generator torque and kghmg
the rotor blades. This control structure was imm@atad on
the laboratory wind turbine also. Since no comnadici
available small wind turbine could be used, conghjenew
design had to be developed. This design included:

. 4-quadrant (4Q) frequency converter which is used f
connecting the turbine synchronous generator to the
grid;

e Actuators for pitching the rotor blades around rthei
longitudinal axis.

4Q frequency converter allows electromagnetic tergfithe
turbine generator to be varied in a wide range tliscused
for control of the turbine rotational speed. Ea¢hhe three
rotor blades has a DC servo drive which is usediwhing
the blade around its longitudinal axis also fororospeed
control purposes. It is worth mentioning that ladiory
turbine hub has a very limited space, so signifiedfort was
needed to fit all of the components (servo motgesrboxes,
pitch controllers and blade position sensors). dseie of
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control objectives and realization of the laboratturbine
control system is addressed in Section 4.

MW-class wind turbines due to their large dimensibave a
flexible tower with low modal frequencies. In orderobtain
plausible laboratory turbine model, flexible towsad to be
constructed, which was not an easy task, sincedimsand
comprises structural stability of the laboratoryrbioe.
Solution was found in the form of the stiff towehish is
mounted on an oscillatory bed and connected wighritid
structure through the system of springs and damfdrsre
are various types of springs and dampers and theybe
replaced in order to obtain different tower chagsstics.

Wind turbine and the wind chamber are also equippitial
numerous sensors and instruments like: an arraylof
anemometers, torque sensor, accelerometers, giaaiges,
web camera, stroboscope and weather station.

Realization of the wind turbine, the fan and thadvchamber
is shown in Figure 4.

Fig. 4. Wind turbine setup in LARES.

Since aerodynamic relations present on the MW-cleissl
turbines were successfully transferred to the latooy wind
turbine and since all the means for controlling M&ss
turbines were implemented on the laboratory turbihean
be concluded that the design was successful andhthavind
turbine setup can serve its primary purpose: degveént and

research of the advanced control algorithms whi@m c ( pxi-1033 Chassis:
subsequently be implemented on the real, MW-clagsl w

turbines.

4. WIND TURBINE CONTROL SYSTEM

Nonlinear relation between power in the wind ane wind

speed (Jelavi et al. 2009) has resulted in modern winc

turbines having two main operating regions: belated
wind speed and above rated wind speed. Rated \pieeldsis
defined as the lowest wind speed at which wind itgrlis
operating at its rated power.

Below rated wind speed power that can be extraitted the
wind is smaller than the rated power of the windbitoe and
the control objective in this region is to maximieaergy

conversion efficiency. Control is performed by ading the
generator torque, while the pitch angle is keptuatb

minimum value of € such that the system operates along the

maximum power coefficient curve (Jelavet al. 2009).
Controlling the generator torque is possible beeausdern
generators are not connected to the grid direbtly,over a
frequency converter which allows generator speedbéo
varied in a wide range. Wind turbines with synclmos
generator that is connected to the frequency coewenf
rated generator power are particularly suitable $oich
control strategy. The wind turbine setup in LARES
constructed such that it satisfies these charatitesi

Above rated wind speed power that can be extrdoted the
wind grows rapidly with the wind speed and it ieater than
the rated power of the wind turbine. Control ohijexin this
region is to limit the turbine rotational speed i rated
value which implies that the wind turbine is opergtat the
rated power. This is the case because generatpretas kept
at the rated value above rated wind speed. Coirirohis
region is performed by pitching the rotor bladesiclth
changes aerodynamic characteristics of the bladesder to
lower the energy conversion efficiency. This degtah is
necessary as the wind turbine generator shouldopetate
above its rated power.

Explanation given above describes basic principtés
classical control system for modern wind turbingsycture
of which is shown in Figure 5.

Rotor speed
measurement

GENERATOR +
FREQUENCY
CONVERTER

Tgref

TORQUE
CONTROLLER

Wret WIND

PITCH Bref PITCH SERVO B

CONTROLLER DRIVE I
Pitch angle
measurement|

Rotor speed
measurement;

Fig. 5. Classical wind turbine control system.

\

Blowerspeed + 10V

6704 (Analog Output) Generator torque + 10V

+ 6284 (M Series Multifunction DAQ)
+ 6514 (Industrial Digital T/O)
+2586 (10 SPST Power Relay Module)

Blade pitching - PWM

Wind turbine speed +10V

Wind speed +10V blower

Blades’ pitch angle 0~5kQ

i Wind tunnel

~N
cRIO 9014:
<:> (fitted in wind turbine rotor)
*9219 (Universal Analog Input Module)

+S.E.A. WLAN M 1t
LabVIEW odule J

Fig. 6. Principle scheme of the wind turbine cohgystem in
LARES.
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The laboratory wind turbine control system is based
platform LabVIEW (Laboratory Virtual Instrumentatio
Engineering Workbench) (National Instruments 20@ny it
is implemented on a PC. All signal processing aadtrol

obtained by process identification. Process idieation is
another way of obtaining a mathematical model, Whig
based on processing and analysis of input/output da
obtained on the real process. Identification of ltd#oratory

computational tasks are performed on a PC, whilea dawind turbine mathematical model is described ingbguel.

acquisition and signal
specialized input-output circuitry, produced algoNmtional
Instruments. Principle scheme of the laboratorydwirbine
control system is shown in Figure 6.

The equipment for signal generation and acquisitan be
divided into two groups:

generation are performed on

It has been decided to use a parametric method of
identification and to search for a mathematical etdd a
state-space form, since this form is appropriate fo
subsequent advanced control system design. Alsosttite-
space model form is a good choice for identifigatiof
processes with unknown structure, because it regwnly

«  PXI-1033 chassis which is used for communicatiofvV0 parameters: model order and input delays (MatRe/

between the PC and the input-output modules;

2010). Since the process is nonlinear (Jélatial. 2009) it

«  CRIO-9014 controller used for blade pitch angl&annot be described with a single linear mathematmdel.

measurement.

PXI1-1033 chassis contains 4 modules over whichowusri
analog and digital signals are measured and gemkrabme
of the most important signals are: analog outpghals for
defining the fan speed and generator electromagtatijue,
analog input signals of measured generator speddator

position, output PWM signals for pitching of each the

turbine blades, digital output signals for startthg fan and
the generator, digital input signals which indicstate of the
plant (fan works, generator ready .etc.

cRI0-9014 is mounted in the turbine rotor togethéth 3
potentiometer sensors for measuring blade pitcleangRIO
consists of modules which are programmed to peraili
collect the measured data and send it to PC by aANVL
protocol.

Configuration of the laboratory wind turbine cortsystem
allows both classical and advanced control strate¢p be
implemented and tested. Wind turbine and wind faomitrol
has been one of the main research interests at GNIEZR
for past ten years. In this period many advanced wirbine
control and estimation algorithms have been dewszlopr
upgraded. For instance, one such algorithm is iddal
blade pitch control which can significantly redudbe
mechanical loads on the turbine construction (J&lav al.

2008). So far these algorithms have been testedgusi3.

professional simulation tools such as GH Bladedayde et
al. 2008, 2009)Now these algorithms can be tested on
laboratory turbine where all the problems presentraal
systems can be considered. This is one step dioske final

goal which is implementation of the advanced cdntr.

algorithms on real MW-class wind turbines.

5. IDENTIFICATION PROCEDURE

Basis for designing a control system is a
mathematical model of a process that is to be obett. One
way of obtaining a mathematical model is theoré@ralysis
and setting the equations which describe behaviothe

process (e.g. equations of energy and momenturmdmla
Such a model of a laboratory wind turbine has dlydaeen

obtained (Jeladiet al. 2009) and it has been used for desi

of various control algorithms and for testing ofesh
algorithms in simulations. However, when it comesreal,
practical systems a more reliable mathematical inodg be

473

reliabl

Therefore, identification is performed in 4 opangtipoints

which are defined by the wind speed. For each dipgra
point a linear mathematical model in state-spaaen fis

obtained. Inputs to the system are wind speed (kepstant
for a certain operating point), generator torquel gitch

angle, while the output is turbine rotational spegsl shown
in Figure 5.

Identification is performed in 2 operating poingsldw rated
wind speed and in 2 operating points above rated wpeed.
Transfer function (1) is obtained below rated arghdfer
function (2) above rated. This is reasonable sinadassical
control configuration generator torque and pitctylanare
solely used for control in operating regions bekvd above
rated wind speed, respectively (see Section 4).

G, (2= _@(2) 1)
Tgref (Z)

_ w(2) 2

=5 @ @

Identification procedure includes the followingste

1. Gathering of a-priori knowledge and information abo
the process;

2. Selection of the input test signal;

Imposing the test signal to the system and measmem

of the input/output signals;

Obtaining mathematical model by processing of the

recorded input/output data with the identification

software;

Validation of the obtained mathematical model.

:

In the sequel these steps are described in moad.det
Step 1.

ﬁ-priori knowledge about the wind turbine process i
gathered from a theoretically obtained nonlinear
mathematical model. This model was previously olgtdifor
the MW-class wind turbine (Jelaviet al. 2009) and it was
subsequently adjusted to suit the laboratory terbifihe
model is implemented both in Matlab and LabVIEW. By

Ymulations of this model important information agtained

which are primarily used for selecting the testnaig
parameters. This is described in the following step
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Step 2. Another important parameter for identification &rgple time
Ts Sample time can be determined from the following

Parametric identification is based on processing e empiric relation:
measured input/output data of the observed system.

Therefore, selection of the proper input test digaavery

important. In theory white noise is a very goodt teignal —[

S

1 1 ©)
because it excites all the frequency modes of yetem. This 6 10 DIGB’

is important, because the resulting model shoultaio all

of the system’s important dynamics. Since whitesa@annot where tg; relates to the system’s step response rise time.
be physically realized, for linear model identifiom PRBS When determining sample time one should bear irdrttat
(Pseudo Random Binary Sequeniseused instead. PRBS is Nyquist-Shannon sampling theorem must be satisfad

a signal which has similar characteristics to tihéevnoise. It higher resonant frequencies. This can be controbgd

is a rectangular signal of various width. It caketaon only determining frequency characteristics of the systeas

two values pinary) which change pseudo-randomlyséudo described in (Brestovec 2005). It should be poirgatlthat
randon) at multiples of the sampling time. The pseudéhe just mentioned frequency characteristics, al agethe
random signal sequence repeats several times. RRB&I impulse and step responses (for information abgundtss)

was realized in LabVIEW by using shift register aad are determined from a theoretical mathematical b is
“exclusive OR” function. the required a-priori knowledge about the systemmiclvwas

. L . ) mentioned irStep }.
Selection of PRBS parameters is vital for idendfion.

Parameters that are to be selected are:amplitude 4t — Step 3.
clock time (minimum length between signal changes)N —
number of clock times in a single period. Examdla #RBS
signal is shown in Figure 7.

System must be brought to the desired operatingt poi
closed-loop control. Once the system reaches dalgtstate
controllers are turned off and the test PRBS signahposed

u(t) \ to the system input (torque or pitch reference ddjpgy on
c — . the operating point). During the experiment systeatput
N=15 (turbine rotational speed) is recorded. Note thhe t
T identification is performed with control loop open
= —— y > (controllers are turned off during the identificati data
o J d collection).
<T — Step 4.

After the experiment is finished sets of the reeadrd
input/output data are forwarded to the identificatsoftware.

Following guidelines for determining parametersaoPRBS N this case Matlab’s SITSfystem Identification Toolbpwas

signal were taken from (Périet al. 2005). Amplitudes is US€d. SIT was configured to use parametric ideation

chosen depending on the process characteristicsust be Procedure shown in Figure 8.

neither too small (because signal/noise ratio wdhkh be

Fig. 7. Example of a PRBS signal — single period.

too small) nor too large (because system can aitty from lre
its operating point or nonlinear effects may benpitoced in u |  Realsystem s #+
responses). Clock time is chosen as approximatélyflthe () +
smallest dominant system time-constawis chosen so that
PRBS periodTl defined in (3) has a value about 50% large
than the system’s impulse response settling tirke). ( Y
Approximate relation is given in (4). - Model "
T = N[At (3) 2 ¢
Algorithm for
T= 15[1]95 4) > determining - Criterion
model parameters

Number of repetitions of a PRBS signal is boundgdHhe

allowed measurement time which is given by relation Fig. 8. Principle scheme of parametric identifioati
procedure.
Ty =ML, ) In the parametric identification procedure optiniiaa

iWethods are used to vary the set of model parameiter
order to minimize the difference between the mamnlgput
and the measured output. Model order (and thusitineber
of model parameters) can be defined by the user.

where M is the number of PRBS signal periods used
identification. LargerM is required for better signal/noise
ratio.
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Step 5.

After the model has been obtained it is validatedhe set of
data which is different from the one used for idemttion.

Usually a step response is used for validatiomefidentified
models. However, since our laboratory wind turbéetup is
extremely sensitive to disturbances in the fornowter wind,

it was impossible to obtain reliable, repeatabép sesponses
data obtained dur

on a real system. Therefore,
identification experiment was simply split in haf) that one
half was used for identificatiors{ep 4 and the other half for
validation.

6. RESULTS

Before conducting the experiment on a real
identification was carried out on a theoreticallptained
mathematical model implemented on a LabVIEW platfor
This was very useful to get acquainted with thestef the
identification procedure and the obtained resule&sewery
good (not shown in this paper).

After successful identification of the LabVIEW madde

experiments on the real system could begin. It @ethv
mentioning that although transfer function from @vispeed
to turbine rotational speed, given by (7), wouldvbey useful
for predictive control system design, it could betidentified
because of the fan protection system. Namely, & rhlber
has been put on the fan speed reference, so th&rhmotor
is protected from sudden speed changes. Theréfdasenot
possible to produce the wind speed in the form &fRBS
signal.

w(2)
Vwind (Z)

G,(2) = (7

During the experiment significant effort was neededring
the system to the desired operating point and ésheto
achieve that the system does not drift away frore
operating point once the controllers are turned aoffl the
PRBS signal is imposed on the system inputs. Tasore for
this lies in nonlinearity of the system and alsaiffiact that
the system is very sensitive to outer wind speehdwhat
normally blows in the surroundings) and on rareas@mns
was the weather completely steady. Solution has fmend
in experimenting with PRBS parameters until theesyswas
able to stay around the desired operating poirg Emough to
record enough data, i.e. to achieve at lédsb in relation
(5). Although PRBS parameters were found by trizd-arror
method, their initial
recommendations given in Section Stdp 2. Specific
parameters of the used PRBS signals will be giverthe
sequel for each particular operating point.

Sample time has also been determined along theslingd
from Section 5. It is fixed, i.e. it does not changith the
operating point and it amounts 20 ms. It is alsativooting
that all the identification experiments were cortédcwith
stiff laboratory turbine tower, because the syst#nsprings
and dampers, which allows tower oscillations, was$ yet
fully functional at the time of experiments.

All identified linear state-space models are givianthe
following discrete-time form:

x(k+1) = AIx(K) + BOY R+ KO¢ Kk,
y(k) = COX(K + DOU K+ € kK

Herex(Kk) is a state vector. Dimension »fk) corresponds to
. the model orderu(k) and y(k) are system input and output
'r}gspectively. K is a matrix which models influence of the
noise to the system are(k) is process noise (white noise
which is generated and used by the identificatmftware).A,

B, C andD are standard matrices used in the state-space form

®)

Free parameterization of the state-space matricess wged,
which means that any elements in the matrices djtestable

SysterBy identification algorithm. Therefore, a basis fbe state-

space realization is automatically selected to gwell-
conditioned calculations (MathWorks 2010).

Based on the obtained input-output data, models vedso
identified in parametric forms other than stateespae.g.
ARX, ARMAX, BJ and OE. Identified models of diffare
forms were mutually compared by validation and thkygave
similar results (not shown in this paper).

Identification results for each of the 4 operatipgints are
presented in the sequel. Since state-space models w
identified results are presented in the form oftestpace
matrices, but also in the form of correspondingngfar
functions. Models presented in Subsections 6.1 and 6.2
correspond to the transfer function (1), while meda 6.3
and 6.4 correspond to (2) (see Figure 5). For eupgrating
point two figures are given. First one displaysorded input-
output data, while the second one displays vabdatesults.
In all the figures mean values of the signals héeen
removed, but they are given in tables along withBBR
parameters used. Models of different orders wetaioéd and
the ones that gave the lowest deviation from tlzé sgstem

thare displayed. It is worth noting that responsesttote
identified models in Figure 10 overlap. By plottipgle/zero
maps (not shown), it has been found that all thentified
models are stable. It can be concluded that setisfaresults
have been obtained, despite all the problems tieatlavays
present on real systems, e.g. nonlinearities, nmeasnt
noise, sensitivity to disturbances etc.

Additionally, pitch servo drive identification hadeen
performed and the results are given in Subsectién &
Figure 18 responses of the real pitch servo driné the

value was determined from thddentified model are compared. The model describesreal

system satisfactory and matching of the resporssgsadd.

It should be pointed out that the identified modé&ism
Subsections 6.3 and 6.4 include the dynamics ofpiteh
servo drive. Since model (15) has order 3 and itoh gervo
drive (17) has order 2, it can be argued how carréimaining
part of the system (frofito w, see Figure 5) be modeled with
only first order. From (Jela&iet al. 2009) it can be seen that
this is reasonable because the identification hagnb
performed with the stiff tower.
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6.1 Identification of @z) with \ing= 7 m/s 6.2 Identification of &(z) with V,ing=9 m/s

Values of the proces
variables

SPRBS parameterg

Tmean= | 3.5 Nm c= 0.8 Nm
mear = | @ (const) N= 16
Omear = | 183 rpm At = 1s

Values of the processPRBS parameterg

variables

Tmean= | 4.9 Nm c= 0.8 Nm
mear = | O (const) N = 16

Omear = | 213 rpm At = 1s

Table 1. Identification parameters fgf,q= 7 m/s.
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Table 2. Identification parameters fgf.,q= 9 m/s.
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Fig. 12. Turbine rotational speed responsesfg§= 9 m/s.

Identified 3° order state-space model of structure (8) reads: Identified 4" order state-space model of structure (8) reads:

[ 0.99559 0.046808- 0.065886 [ 0.98208 -0.16176 - 0.061514- 0.0680p
A=|-0.054331 0.63367 - 0.6462] ac| 018113 051558  0.80396 - 0.29476
0012755 072281  0.7296 -0.069255 - 0.73422 0.61965  0.2542
- |-0.034816 0.13938  0.12753 - 0.19436
~0.0002154 0.003357 o "0.0002804 0.007331 (11)
B=| 0.0018215| , K= 0.016101 © g = | 0:0005179 _|-0.016026
| -0.0017577 - 0.00023999 0.0014344 ' 0.010136 |’
0.002622 0.019012
C=[371.12 6.5785 - 11.542, :
C=[181.66 -12.455 - 5.863- 2.64}7 ,
D=[0]. D =[0].
Corresponding transfer function reads: Corresponding transfer function reads:
-0.0477%* + 0.122%%- 0.1082° 0.0291&™" - 0.0848%+ 0.04038°- 0.036%%
2= . Qo == ' ' oo (12
Gn(2 1-2.359"+ 2.29% - 0.9299° (10) Gro(2 1-1.92% "+ 1.63&2- 0.5912°- 0.1218 (12)
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6.3 Identification of ({z) with Ving= 11 m/s

Values of the processPRBS parameterg Values of the processPRBS parameterg
variables variables
Tmean= | 6.8 Nm (const) | c= | 2° Tmean= | 6.8 Nm (const) | c= | 2°
mear = | 5.6 N= | 32 mear = | 10.7 N= | 32
Omear = | 240 rpm At=1|2s Omear = | 240 rpm At=1|2s

Table 3. Identification parameters fgf,q= 11 m/s.

6.4 Identification of ({z) with \4ing= 13 m/s

Table 4. Identification parameters fgf,q= 13 m/s.

B 20 a3 40,
© ©
LE © 2 20
2 0 oy
R g2 o
o ® o ®
xS -20 X5 .20 1
0 0 100 200 300 400 500 600
o o L 2
BT Do “
g o < g
= > 0 < c 0
c S ©
1
o .
&0 2 ‘ ‘ ‘ ‘ ‘ ‘
' ! ! 0 100 200 300 400 500 600
Time (s)

Fig. 13. Output and input signals fag,q= 11 m/s.

Fig. 15. Output and input signals fag.,q= 13 m/s.
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Fig. 14. Turbine rotational speed responses,fg§= 11 m/s.

Fig. 16. Turbine rotational speed responses,fg§= 13 m/s.

Identified 4" order state-space model of structure (8) reads: Identified 3° order state-space model of structure (8) reads:

[0.99592 - 0.068805 0.0048254 0.0487h¢ [ 0.99693 -0.060215 -0.0264b-
A<|ooomaz o7a0s 030208 03y AS| 0043779 045433 - 08334
' ’ ' ) -0.0253 -0.79544 0.55406
0.036769 0.12395  0.36363 - 03416 o ; ] (15)
" 3 6082 08 0.008945 -9.1179e-00 0.00067234
5 | ~0.00014464 | -0.006009 B=| -0.00012523| K =| -0.003001R
0.0013955 |’ -0.005948 |’ | 6.5033e-005 0.0028048
| ~0.0024389 ~0.010702 C=[1969.8 -45.602 -28.4]8
C=[659.29 -17.365 6.3086 12.757 ,
D= [o] D= [0]
Corresponding transfer function reads: Corresponding transfer function reads:
G, (7= 0.004584} - 001997°+ 0.04688- 005686 ;) G (2)2‘0-01432_1+ 0.01812° - 0.02718 (16)
AT 1-1.35%71+ 0.7768%+ 0.03352°- 0.4589 - 1-2.00%" + 1.9222 - 0.9152°
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6.5 Identification of the pitch servo drive Laboratory wind turbine setup, which has all the important
. L - characteristics of the modern MW-class wind turbines, is
Task of the pitch servo drive is to position théoroblades gescribed. Identification of the laboratory wind turbine
into the angular position required by the outerploee mathematical model has been performed and satisfactory
Figure 5). Dynamics of the pitch servo drive doesdepend (qgyits have been obtained. Reliable mathematical méael o

on the operating point (wind speed) and it turnstbat it can  ocess is a basis for successful control system design.
be described by a second-order transfer functioputh

output data are shown in Figure 17. These data eearded ACKNOWLEDGMENTS

during identification experiment described in Sudbies 6.4.
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